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1. Introduction to Lecture 3: Emotion and Reason
in Moral Judgement

How, if at all, does a person’s reasoning influence their moral judgements?
This is our next question. Until now we were focussed on moral intuitions
and emotion. Now it is time to consider reasoning. We will do this by crit-
ically reviewing research on two key phenomena which illustrate roles for
reasoning: moral dumbfounding and moral disengagement.

How, if at all, does a person’s reasoning influence their moral judgements?

Several authors have defended, on the basis of evidence we shall consider in
this lecture, strong views:

moral ‘judgments are [not] the conclusions of explicitly repre-
sented syllogisms, one ormore premises of which aremoral prin-
ciples, that ordinary folk can articulate.’ (Dwyer 2009, p. 294)

‘If we ask people why they hold a particular moral view [their]
reasons are often superficial and post hoc. If the reasons are
successfully challenged, the moral judgment often remains […]
basic values are implemented in our psychology in a way that
puts them outside certain practices of justification’ (Prinz 2007,
p. 32).

‘moral reasoning is […] usually engaged in after a moral judg-
ment ismade, inwhich a person searches for arguments that will
support an already-made judgment’ (Haidt & Bjorklund 2008,
p. 189).

In each case, these claims are parts of the researchers’ various theory of eth-
ical judgements.

Since Dwyer and Prinz both infer these claims from a phenomenon called
moral dumbfounding (and Haidt is one of the authors of the first report on
dumbfounding), we will start our investigation with dumbfounding.

1.1. Illustration: Tamanda and Jonty
Tamanda and Jonty are both refereeing a school match between a privileged
team that always wins and a team of underdogs that has never won in the
entire history of the game. To the privileged team, win or lose will make
little difference in the long run. But if the underdogs lose, their team will be
disbanded and future generations will not get to train and play at all. The un-
derdogs are about to win when Tamanda and Jonty must each independently
decide whether the underdogs have fouled. They are each quite confident,
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but not very confident, that there was a foul. Not calling a foul risks unfair-
ness; calling a foul risks harming the underdog’s future for decades to come.
Tamanda and Jonty are now each faced with an ethical decision: in deciding
whether they have sufficient evidence to call a foul, may they require an un-
usually high level of confidence on the grounds that so much is at stake for
the underdogs?

Tamanda and Jonty have different approaches to making ethical decisions.
Jonty does what he feels is right. If asked to give reasons, he will provide a
justification; but in his case the justification is always entirely constructed
after the decision.

Tamanda takes a different approach. She has been reading Scanlon (1998),
a philosophical theory in ethics, and is attempting to live out these ideas as
closely as possible in her everyday life. Tamanda’s core conviction is that
she must follow principles that no one can reasonably reject. For each of the
actions she may choose—calling a foul and not calling a foul—she therefore
attempts to work out whether it would be disallowed by principles that no
one could reasonably reject.1 Her aim is never to act in ways that violate
such principles.

Tamanda and Jonty are idealisations, not people who live and breath among
us, of course. But they illustrate two extreme views on how a person’s rea-
soning might influence (or not) their moral judgements. Versions of both
extremes can be found in the literature, as well as arguments for intermedi-
ate positions (Hindriks 2014).

1.2. Related Philosophical Issues
This section is not part of the spoken lecture.

If we ask narrowly philosophical questions about moral justification, or
about how moral knowledge is possible in principle, or about what distin-
guishes themoral from the non-moral, we can easily identify views onwhich
reasoning is everything and emotions or feelings play no role (Scanlon 1998,
for example). And we can identify philosophers who have taken a converse
view (Nichols 2004, for example).

Those are not our questions.

Our question is about actual people’s ethical abilities: we seek to understand
how, if at all, reasoning influences people’s moral judgements.

1 Compare Scanlon (1998, p. 153): ‘act is wrong if its performance under the circumstances
would be disallowed by any set of principles for the general regulation of behavior that
no one could reasonably reject as a basis for informed, unforced general agreement.’
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It is important to keep these questions separate. It could turn out, for exam-
ple, that reasoning plays no significant role in how people arrive at moral
judgements while also being true—perhaps tragically—that reasoning alone
is the source of moral knowledge.

Nevertheless, there may be ways in which the narrowly philosophical ques-
tions and our question relate (philosophers who have attempted to make
connections include Nichols 2004 and Hindriks & Sauer 2020).

2. Moral Dumbfounding
Moral dumbfounding is ‘the stubborn and puzzled maintenance of an [ethi-
cal] judgmentwithout supporting reasons’ (Haidt et al. 2000, p. 1). By the end
of this section you should know what moral dumbfounding is and be famil-
iar with some of the scientific research taken to establish that, and question
whether, it occurs.

Moral dumbfounding is ‘the stubborn and puzzled maintenance of a judg-
ment without supporting reasons’ (Haidt et al. 2000, p. 1).

The most cited evidence for dumbfounding comes from some unpublished (!)
research which is presented in the recording (Haidt et al. 2000). This research
hinges on two contrasts:

1. morally provocative but harmless events vs nonmorally
provocative but harmless events; and

2. morally provocative events that are harmless vs morally
provocative scenarios involving harm

Examples of morally provocative but harmless events:

‘[Incest] depicts consensual incest between two adult siblings,
and […] [Cannibal] depicts a woman cooking and eating a piece
of flesh from a human cadaver donated for research to the medi-
cal school pathology lab at which she works. These stories were
… were carefully written to be harmless’ (Haidt et al. 2000).

The other scenarios commonly used in studies of moral dumbfounding are
Heinz and Trolley.

2.1. An Effect of Cognitive Load?
‘In Study 2 [which is not reported in the draft] we repeated the basic design
while exposing half of the subjects to a cognitive load—an attention task that
took up some of their conscious mental work space—and found that this
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load increased the level of moral dumbfounding without changing subjects’
judgments or their level of persuadability’ (Haidt & Bjorklund 2008, p. 198).

Further evidence for an effect of cognitive load is provided by McHugh et al.
(2023).2

2.2. Can We Rely on Haidt et al. (2000) as Evidence?
Before relying on any studywemust checkwhether there are (i) successful or
unsuccessful replications, ) (ii) similar studies with convergent or divergent
results, and (iii) reviews or metaanalyses in which the study features (see
Moral Intuitions and Emotions: Evaluating the Evidence in Lecture 02).

Royzman et al. (2015) claim to have unsuccessfully replicated the unpub-
lished research on moral dumbfounding:

‘3 of […] 14 individuals [without supporting reasons] disap-
proved of the siblings having sex and only 1 of 3 (1.9%) main-
tained his disapproval in the “stubborn and puzzled” manner’
(Royzman et al. 2015, p. 309).

They conclude that:

‘a definitionally pristine bout ofMD is likely to be a extraordinar-
ily rare find, one featuring a personwho doggedly and decisively
condemns the very same act that she has no prior normative rea-
sons to dislike’ (Royzman et al. 2015, p. 311).

But your lecturer is unconvinced by this. They did, in fact, find one per-
son who was dumbfounded even by their own criteria. Further, Haidt et al.
(2000)’s method is to compare morally provocative events that are harmless
with morally provocative scenarios involving harm.3 Their prediction is that
their should be significantly more dumbfounding in the former. Royzman
et al. (2015) have not designed an experiment which tests this prediction.

McHugh et al. (2017) offers a successful replication.4 These results were ex-

2 McHugh et al. (2023) do make a strong case for the effect of cognitive load on reducing
reasoning generally. But note that these researchers did not find evidence either way
concerned effects of cognitive load in the Incest scenario. They speculate that this could
be due to lack of statistical power.

3 Compare Haidt et al. (2000): ‘They made the fewest such declarations in Heinz, and they
made significantly more such declarations in the Incest story.’

4 Note that inMcHugh et al. (2017), Study 1 is a bit different from the other studies. In Study
1, there is a robust distinction between the ’reasoning’ dilemmas (Heinz and Trolley)
and the ‘intuition’ dilemmas (Incest and Cannibal). In Study 3a and 3b together there is
weaker evidence for this distinction. But Studies 2+ were all online studies, and I am not
persuaded that they actually worked (perhaps participants were simply rushing through

6



Butterfill Lecture 03

tended in McHugh et al. (2020) and McHugh et al. (2023).

McHugh et al. (2023) investigated moral dumbfounding with participants
drawn from three different regions: China, India and North Africa and the
Middle East. They found evidence for moral dumbfounding in all cases, with
variation in which dilemmas invoked most dumbfounding:

’for both the Indian sample and the MENA sample, Trolley ap-
peared to evoke the highest rates of dumbfounding, while for
the Chinese sample, Cannibal evoked the highest rates of dumb-
founding. In contrast for WEIRD samples, Incest tends to be
the scenario that most reliably evokes dumbfounding (McHugh
et al. 2023, p. 1056)

2.3. Do We Even Need a Study?
It seems quite easy to elicit moral dumbfounding in everyday life. This is
something you could try for yourself.5

2.4. Appendix: Philosophical Perspectives
This section is not in the spoken lecture

Two recent discussions of dumbfounding are Guglielmo (2018) and Wylie
(2021).

3. Why Is Moral Dumbfounding Significant?
Moral dumbfounding is used in a variety of philosophical arguments. Dwyer
(2009) argues that moral dumbfounding provides evidence for what she calls
‘The Linguistic Analogy’. Prinz (2007) argues that moral dumbfounding sup-
ports the view that emotions alone, not reasoning, determines which moral
judgements humans make. This section critically evaluates both arguments.
Have their proponents understood moral dumbfounding?

3.1. What Does Moral Dumbfounding Show? A Misconstrual
Dwyer (2009, p. 294) takes the evidence for moral dumbfounding to show
that

the questions?).
5 Be careful; it turns out that some people react badly if you ask them about incest and

eating their pets.
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moral ‘judgments are [not] the conclusions of explicitly repre-
sented syllogisms, one or more premises of which are moral
principles, that ordinary folk can articulate.’

This is a mistake. The abstract for Haidt et al. (2000) states:

‘It was hypothesized that participants’ judgments would be
highly consistent with their reasoning on the moral reasoning
dilemma’ [ie. reasoning concerning themorally provocative and
harmfull events].

And this is what those researchers found.

Moral dumbfounding is investigated a matter of degree: some dilemmas
lead to greater moral dumbfounding than others (and which dilemmas lead
to more dumbfounding varies from place to place, as McHugh et al. (2023)
show).6

3.2. Another Misconstrual of Dumbfounding
Prinz, commenting on moral dumbfounding, writes:

‘If we ask people why they hold a particular moral view, they
may offer some reasons, but those reasons are often superficial
and post hoc. If the reasons are successfully challenged, the
moral judgment often remains. When pressed, people’s deep-
est moral values are based not on decisive arguments that they
discovered while pondering moral questions, but on deeply in-
culcated sentiments.’ (Prinz 2007, p. 29)

From this Prinz draws a bold conclusion:

‘basic values are implemented in our psychology in a way that
puts them outside certain practices of justification. Basic values
provide reasons, but they are not based on reasons. … basic val-
ues seem to be implemented in an emotional way’ (Prinz 2007,
p. 32).

Prinz appears to be ignoring a key feature of the experiment he is
discussing: it is structured as a comparison between harmless and
harm-involving cases where subjects’ level of dumbfounding differs be-
tween these (see Moral Dumbfounding (section §unresolved xref to

6 Not everyone would agree. Royzman et al. (2015) instead present a set of criteria which
must bemet for a ‘definitionally pristine bout of’ moral dumbfounding. But as they do not
find evidence for such things, it is unclear why we should abandon Haidt et al. (2000)’s
approach of comparing dilemmas to find varying degrees of moral dumbfounding.
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unit:moral_dumbfounding_what_it_is)). The evidence he is (misre)presenting
as favouring his view actually challenges it.

3.3. What Does Moral Dumbfounding Truly Show?
The existence of moral dumbfounding shows that some moral intuitions
(and thus some moral judgements) are not consequences of reasoning from
known principles.

The existence of moral dumbfounding does not show that no moral
judgements are consequences of reasoning from known principles. In-
deed, reflection on moral disengagement suggests that this is false
(see Moral Disengagement: The Theory (section §unresolved xref to
unit:moral_disengagement_theory)).

4. Reason and Atrocity: Hindriks’ Observation
Moral reasoning appears to enable humans to condone and commit atrocities.
Yet it is quite widely held that reasoning is ‘usually engaged in after a moral
judgment is made’ (Haidt & Bjorklund 2008, p. 189). Hindriks observes (in
effect) that it is hard to see how both views could be correct (Hindriks 2014;
Hindriks 2015).

This section does not feature in the lecture this year, although the notes are still
relevant.

One compelling reason for studyingmoral psychology is that ethical abilities
appear to play a central role in atrocities:

‘The massive threats to human welfare stem mainly from delib-
erate acts of principle, rather than from unrestrained acts of im-
pulse’ (Bandura 2002, p. 116).

Further, the principles that underpin humans’ capacities to perform inhu-
mane acts are often appear to be manufactured and maintained through rea-
soning to fit a particular situation.7

7 To take just one example, Osofsky et al. (2005) investigated prison workers who were
tasked with work related to executions. They observe

‘The executioners, who face the most daunting moral dilemma, made the
heaviest use of all of the mechanisms for disengaging moral self-sanctions.
They adopted moral, economic, and societal security justifications for the
death penalty, ascribed subhuman qualities to condemned inmates, and
disavowed a sense of personal agency in the taking of life’ (Osofsky et al.
2005, p. 387).
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This observation appears to be in tension with views on which reason can
play only an indirect role in motivating morally-relevant actions (for exam-
ple, harming or helping another person).

As one example of a view on the limits of reason, consider Haidt & Bjork-
lund’s view:

‘moral reasoning is an effortful process (as opposed to an au-
tomatic process), usually engaged in after a moral judgment
is made, in which a person searches for arguments that will
support an already-made judgment’ (Haidt & Bjorklund 2008,
p. 189).8

Hindriks observes (in effect) that this view appears to conflict with the idea
that moral reasoning often appears to be necessary for condoning and per-
forming inhumane acts (Hindriks 2014; Hindriks 2015). Affective support
for judgements about not harming can be overcome with reason. Affective
obstacles to deliberately harming other people can be overcome with reason.
This should not be possible if reason usually occurs after a moral judgement
is made and enables people only to provide post hoc justification for it.9

So is moral reasoning ‘usually engaged in after a moral judgment is made’?
Or is it essential for overcoming affective support for judgements about not
harming? This discussion can be sharpened by considering moral disengage-
ment.

5. Moral Disengagement: The Theory
Moral disengagement occurs when self-sanctions are disengaged from inhu-
mane conduct. It enables people to do wrong and feel good.

To understand moral disengagement, we need to consider the theory, the
evidence which supports it and its significance for understanding humans’
ethical abilities. Start with the theory.

8 This is only half of those authors’ view about reasoning. They also claim that ‘Moral
discussion is a kind of distributed reasoning, and moral claims and justifications have
important effects on individuals and societies’ (Haidt & Bjorklund 2008, p. 181). Their
idea, very roughly, is that moral discussion can have a long-term effect on affect which
can in turn modulate individuals’ judgements and actions.

9 Hindriks focuses on a normative question about justification for moral judgements. The
fact that Bandura and other social scientists tend to study abysmal bits of moral reasoning
(e.g. ‘Kids who get mistreated usually do things that deserve it’ (Bandura et al. 1996)) is
therefore a potential problem he needs to resolve (Hindriks 2014, p. 205). We need not
consider this problem because our primary concern is to only understand the causal role
of reason in how moral judgements are acquired.
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Bandura, who is responsible for introducing the notion of moral disengage-
ment, offers a conjecture about self-regulation:

‘individuals adopt standards of right and wrong [and they] mon-
itor their conduct and the conditions under which it occurs,
judge it in relation to their moral standards and perceived cir-
cumstances, and regulate their actions by the consequences they
apply to themselves’ (Bandura 2002, p. 102).

The upshot of self-regulation is that people constrain themselves not to vio-
late their own moral standards. (As Bandura puts it, ‘It is through the ongo-
ing exercise of evaluative self-influence that moral conduct is motivated and
regulated’ (Bandura 2002, p. 102).)

This self-regulation will sometimes prevent people from getting things they
want. But people can anticipate the effects of self-regulation and work
around them:

‘In the face of situational inducements to behave in inhumane
ways, people can choose to behave otherwise by exerting self-
influence’ (Bandura 2002, p. 102).

This ‘self-influence’ amounts to construing actions which would otherwise
be incompatible with an individual’s standards of right and wrong in ways
that avoid the incompatibility. In effect, self-regulation is anticipatorily de-
railed.

This ismoral disengagement: the derailing of self-regulation to allow actions
which would violate one’s own standards of right and wrong.

Bandura postulates eight processes by which moral disengagement can oc-
cur:

‘The disengagement may centre on redefining harmful conduct
as honourable by moral justification, exonerating social compar-
ison and sanitising language. It may focus on agency of action
so that perpetrators can minimise their role in causing harm by
diffusion and displacement of responsibility. It may involve min-
imising or distorting the harm that follows from detrimental ac-
tions; and the disengagement may include dehumanising and
blaming the victims of the maltreatment’ Bandura (2002, p. 103).

Their operation is depicted in the figure:

Reason plays a role in most, if not all, of these processes. It is central to
Moral Justification, Displacement of Responsibility and Attribution of Blame.
So if moral disengagement is responsible for a moral judgement or action,
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Figure 1: A model of eight mechanisms of moral disengagement
Source:Bandura (2002, figure 1)

it is likely that reasoning will have played a causal role in arriving at the
judgement or action.

What evidence motivates accepting Bandura’s theory?

6. Moral Disengagement: The Evidence
Avariety of evidence indicates thatmoral disengagement is a valid and useful
construct.

Having understood the theory, we now need to ask, What evidence supports
the view that moral disengagement occurs? And is there evidence that it can
explain morally-relevant judgements and actions?

Bandura et al. (1996) constructed a questionnaire with four items for each of
the eight postulatedmechanisms. To illustrate with just one of the four items
(the questionnaire was used to study bullying in 10–15 year old children ):

1. Moral justification - ‘It is alright to lie to keep your friends
out of trouble.’

2. Euphemistic language - ‘Slapping and shoving someone is
just a way of joking.’

3. Advantageous comparison - ‘It is okay to insult a classmate
because beating him/her is worse.’

4. Displacement of responsibility - ‘If kids are living under
bad conditions they cannot be blamed for behaving aggres-
sively.’

5. Diffusion of responsibility - ‘If a group decides together to
do something harmful it is unfair to blame any kid in the
group for it.’
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6. Distorting consequences - ‘Children do not mind being
teased because it shows interest in them.’

7. Attribution of blame - ‘If people are careless where they
leave their things it is their own fault if they get stolen.’

8. Dehumanization - ‘Some people have to be treated roughly
because they lack feelings that can be hurt.’

The results indicates that a single factor could be regarded as responsible for
subjects’ responses on all items.10 This factor correlated significantly with
antisocial behaviour, among other things. Those who scored highly on this
factor

’tend to be more irascible, ruminate about perceived grievances,
and are neither much troubled by guilt nor feel the need to make
amends for harmful conduct. They also engage in a higher level
of interpersonal aggression and delinquent behavior‘ (Bandura
et al. 1996, p. 368).

This indicates that the theory of moral disengagement may be correct (or at
least useful), and that the questionnaire measures moral disengagement.

Further support for these conclusions is provided by a study using the ques-
tionnaire with a demographically different population (single-parent African
Americans, vs Italians), which replicated key findings (e.g. the single factor)
and generated broadly congruent results overall (Pelton et al. 2004).

The measure of moral disengagement did not correlate with socioeconomic
factors in either study (Bandura et al. 1996, p. 371; Pelton et al. 2004, p. 38).11
This is important because any such correlation would not be explained by
the theory of moral disengagement and could indicate that the questionnaire
fails to capture a useful construct.

Variants of scale have also been developed and found useful. For example,
Boardley & Kavussanu (2007) provide evidence that antisocial behaviours in
sport are linked to moral disengagement. Osofsky et al. (2005) found that
moral disengagement plays a role in enabling prison workers to perform
tasks essential for executing prisoners. AndMcAlister et al. (2006) compared
moral disengagement in the United States before and after the September
11th terrorist strike, finding a significant increase in moral disengagement
which was correlated with a significant increase in support for the use of

10 See Bandura et al. (1996, p. 367): ‘A principal-components factor analysis with varimax
orthogonal rotation revealed a single factor structure.’

11 McAlister et al. (2006, pp. 151–2, 160), who used an 11-item questionnaire with a U.S.
adult population do report effects on moral disengagement of education, ethnicity, age
and location.
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military force. Strikingly, these authors found that the terrorist strike itself
appeared to have no effect on support for the use of military force other than
through increased moral disengagement (p. 156).

Overall, we have sufficient grounds to accept that moral disengagement oc-
curs, and that it can explain some morally-relevant judgements and actions.

But why is moral disengagement relevant to our concerns with moral psy-
chology?

7. Moral Disengagement: Significance
The existence of moral disengagement shows that some moral judgements
are, at least in part, consequences of reasoning from known principles. It
also appears to be a source of objections to each of the theories of moral
judgements we have so far considered, as well as (to anticipate) to Greene’s
dual-process theory.

We have understood the theory of moral disengagement and seen evidence
that it occurs and can explain an interesting range of morally-relevant judge-
ments and actions. No doubt, then, that it is interesting for its own sake. But
why are we focussing on it at this point in the course on moral psychology?

The existence of forms of moral disengagement which involve reasoning
(such as moral justification) shows that some moral judgements are, at least
in part, consequences of reasoning from principles which the reasoner can
articulate.1213

The role of reason in moral disengagement—and therefore in moral
judgement—is incompatible with on which ‘basic values are implemented in
our psychology in a way that puts them outside certain practices of justifica-
tion’ (Prinz 2007, p. 32). It is also incompatible with the view that ‘moral rea-
soning is […] usually engaged in after a moral judgment is made, in which a
person searches for arguments that will support an already-made judgment’

12 Thanks to Darcy for spotting a mistake here in 2025 (now corrected).
13 Royzman et al. (2014) provide an independent source of evidence for this conclusion.

(Why not use this as a shortcut rather than discussing the more complicated research on
moral disengagement? Because, as noted below, there are some further conclusions that
we can draw by from the existence of moral disengagement.)
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(Haidt & Bjorklund 2008, p. 189).14,15

How might a defender of one of those views rely to this objection? Observe
that those views are not incompatible with the obvious truth that philoso-
phers sometimes reason about ethical dilemmas. This does not contradict
those views because such reasoning is (presumably) relatively rare and has
not been a significant part to everyday life for most people over the last hun-
dered thousand years or so. The defender might reply to the objection by
asserting that moral disengagement is similarly rare.

Is this reply correct? Moral disengagement is implicated in a wide range
of inhumane actions, from small-scale bullying (Pelton et al. 2004) through
executions of individuals (Osofsky et al. 2005) to the use of military force
where civilian casualties are expected (McAlister et al. 2006). These findings
are a challenge to the correctness of the reply.

For those who hold that reasoning does matter for moral judgement, the
findings about moral disengagement may also present a challenge. The chal-
lenge is that, in moral disengagement, people’s reasoning is usually terri-
ble. Moral disengagement indicates that reasoning often functions to sup-
port moral judgements in ways that do not provide justification (because
the reasoning is so bad; e.g. ‘Kids who get mistreated usually do things that
deserve it’ (Bandura et al. 1996, p. 374)).16 Although not directly our concern
in moral psychology, this may be a source of objections to theories of moral
judgements based on analogies with language (for example, Mikhail 2007).

In short, moral disengagement appears to be a potential source of objections
to each of the theories of moral judgements we have so far considered.

14 Dahl & Waltzer (2018, p. 241) offer a conflicting interpretation: according to them, the
findings about moral disengagement are ‘consistent with recent proposals that decisions
about moral issues do not typically follow from reasoning about moral principles […]
Instead, decisions are said to happen before moral reasoning in most situations. […]
moral reasoning happens primarily when people later seek to justify their decisions to
themselves or others.’ I reject their interpretation because do not know how to reconcile
it with Bandura (2002, p. 102)’s point that moral disengagement requires anticipating the
effects self-regulation; this appears to require reasoning in order to make or sustain a
moral judgement.

15 Much of research on moral disengagement does appear to support these authors’ claims
about the social role of reason. But note that these are independent claims. We can
consistently hold that moral reasoning influencesmoral judgements both intra- and inter-
individually.

16 Hindriks (2014, pp. 206–7) attempts to argue that individual differences in propensity to
morally disengage do suggest there is a role for reason in justifying moral judgements. I
think Royzman et al. (2014)’s findings would provide a more direct route to this conclu-
sion.

15



Butterfill Lecture 03

8. Conclusion: Yet Another Puzzle
The research on dumbfounding and disengagement confronts us with a third
puzzle which any acceptable theory of moral intution and action should
solve.

Our overall question for this lecture was, How, if at all, does a person’s rea-
soning influence their moral judgements?

From the two bodies of research on moral dumbfounding and moral disen-
gagement, we can conclude that any answer to this question must be consis-
tent the discovery that moral judgements are sometimes, but not always, a
consequence of reasoning from known principles.

Further, there is no special reason to suppose that reasoning might not give
rise to characteristically deontological as well as characteristically conse-
quentialist moral judgements; or contractualist judgements (Scanlon 1998)
or any other kind of moral judgements.

As we have seen, this is a problem for proponents of a Linguis-
tic Analogy.17 It is also an objection to several researchers’ strong
claims about reasoning functioning only for giving retrospective jus-
tification for moral judgements that have already been made (as we
saw in Moral Disengagement: Significance (section §unresolved xref to
unit:moral_disengagement_significance)). Looking forward (hold this in
mind for the future), it is also perhaps a problem for to Greene’s dual-process
theory, which we have yet to encounter (Greene et al. 2008; Greene 2014).

8.1. Four Puzzles (Review)
We have now seen four puzzles …

[emotion] Why do feelings of disgust (and perhaps other emo-
tions) sometimes influence moral judgements? And why do we
sometimes feel disgust in response tomoral transgressions? (see
Moral Intuitions and Emotions: Evaluating the Evidence in Lec-
ture 02)

[structure] Why do patterns in moral judgements reflect legal
principles humans are typically unaware of? (see A Linguistic
Analogy in Lecture 02)

17 A linguistic analogy was introduced in A Linguistic Analogy in Lecture 02; we saw ar-
guments against it in Moral Disengagement: Significance (section §unresolved xref to
unit:moral_disengagement_significance).
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[order-effects] Why are people’s moral judgements about
Switch and Drop subject to order-of-presentation effects (see
Framing Effects and Mikhail’s Linguistic Analogy (optional) in
Lecture 02)18

[dumbfounding-disengagement] Why are moral judgements
sometimes, but not always, a consequence of reasoning
from known principles? (see Moral Dumbfounding (section
§unresolved xref to unit:moral_dumbfounding_what_it_is)
andMoral Disengagement: TheTheory (section §unresolved xref
to unit:moral_disengagement_theory))

8.2. Why The Four Puzzles Matter
To understand the roles of feeling and reasoning in moral intuitions and
judgements, we must identify or create a theory that can solve the puz-
zles, is theoretically coherent and empiricallymotivated, and generates novel
testable predictions.

9. Question Session 03
There are no question sessions this year, but some of the notes from previous
years are still relevant. These are included here.

9.1. What Are Moral Intuitions?
Svenja made an objection about moral intuitions and the Social Intuitionist
Model of Moral Judgement presented in Haidt & Bjorklund (2008) (see figure
below;19 this was discussed in Moral Disengagement: Significance (section
§unresolved xref to unit:moral_disengagement_significance)).

On this model, moral intuitions cannot be unreflective judgements (because
on that definition, intuitions are judgements; it would make little sense to
depict them as causes of judgements).

Nor, on this model can moral intuitions be ‘strong, stable, immediate moral
beliefs’ (Sinnott-Armstrong et al. 2010, p. 256). For then it would make sense
to regard them as causes of judgements, but probably only through processes
of reasoning. Further, Haidt & Bjorklund (2008, p. 181) assert that

18 Petrinovich & O’Neill (1996, Study 2); Wiegmann et al. (2012); Schwitzgebel & Cushman
(2015)

19 I updated this figure to the version in Paxton & Greene (2010) since the recording; the
previous version reproduced from Haidt & Bjorklund (2008) had some arrows pointing
in the wrong direction.
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Figure 2: The Social Intuitionist Model of Moral Judgement Source:Haidt
& Bjorklund (2008, figure 4.1)

‘moral judgment is a product of quick and automatic intuitions.’

Since a belief cannot be quick (nor slow), Haidt & Bjorklund cannot be think-
ing of moral intuitions as Sinnott-Armstrong et al. do.

Conclusion: Different researchers use the term ‘moral intuition’ for different
things. It is not always easy to work out which things they are using it for.

Glossary
Cannibal ‘Jennifer works in a medical school pathology lab as a research as-

sistant. The lab prepares human cadavers that are used to teach medi-
cal students about anatomy. The cadavers come from people who had
donated their body for the general use of the researchers in the lab. The
bodies are normally cremated, however, severed cuts may be disposed
of at the discretion of lab researchers, One night Jennifer is leaving
the lab when she sees a body that is going to be discarded the next
day. Jennifer was a vegetarian, for moral reasons. She thought it was
wrong to kill animals for food. But then, when she saw a body about
to be cremated, she thought it was irrational to waste perfectly edible
meat. So she cut off a piece of flesh, and took it home and cooked
it. The person had died recently of a heart attack, and she cooked the
meat thoroughly, so there was no risk of disease.’ (McHugh et al. 2023,
supplementary materials; based on Haidt et al. 2000) 5–7

construct A factor postulated by a theory with the aim of explaining pat-
terns of behaviour. Examples of constructs include moral conviction,
moral disengagement and the moral foundations from Moral Founda-
tions Theory. 12, 13
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Heinz ‘In Europe, a womanwas near death from a very bad disease, a special
kind of cancer. There was one drug that the doctors thought might
save her. It was a form of radium for which a druggist was charging
ten times what the drug cost him to make. The sick woman’s husband,
Heinz, went to everyone he knew to borrow the money, but he could
only get together about half of what it cost. He told the druggist that
his wife was dying, and asked him to sell it cheaper or let him pay
later. But the druggist said, “No, I discovered the drug and I’m going
to make money from it.” So, Heinz got desperate and broke into the
man’s store to steal the drug for his wife. The druggist had Heinz
arrested and charged.’ (McHugh et al. 2023, supplementary materials;
based on Haidt et al. 2000) 5, 6

Incest ‘Julie and Mark, who are brother and sister, are travelling together in
France. They are both on summer vacation from college. One night
they are staying alone in a cabin near the beach. They decide that it
would be interesting and fun if they tried making love. At very least it
would be a new experience for each of them. Julie was already taking
birth control pills, but Mark uses a condom too, just to be safe. They
both enjoy it, but they decide not to do it again. They keep that night
as a special secret between them, which makes them feel even closer
to each other’ (McHugh et al. 2023, supplementary materials; based on
Haidt et al. 2000) 5–7

moral disengagement Moral disengagement occurs when self-sanctions are
disengaged from conduct. To illustrate, an executioner may avoid self-
sanctioning for killing by reframing the role they play as ‘babysitting’
(Bandura 2002, p. 103). Bandura (2002, p. 111) identifies several mech-
anisms of moral disengagement: ‘The disengagement may centre on
redefining harmful conduct as honourable by moral justification, ex-
onerating social comparison and sanitising language. It may focus on
agency of action so that perpetrators canminimise their role in causing
harm by diffusion and displacement of responsibility. It may involve
minimising or distorting the harm that follows from detrimental ac-
tions; and the disengagement may include dehumanising and blaming
the victims of the maltreatment.’ 3, 9, 10, 12

moral dumbfounding ‘the stubborn and puzzled maintenance of an [ethi-
cal] judgment without supporting reasons’ (Haidt et al. 2000, p. 1). As
McHugh et al. (2017, p. ) note, subsequent researchers have given dif-
ferent definitions of moral dumbfounding so that ‘there is [currently]
no single, agreed definition of moral dumbfounding.’ I adopt the origi-
nal authors’ definition, as should you unless there are good reasons to
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depart from it. 3, 6–8

moral intuition According to this lecturer, a person’s intuitions are the
claims they take to be true independently of whether those claims
are justified inferentially. And a person’s moral intuitions are simply
those of their intuitions that concern ethical matters.

According to Sinnott-Armstrong et al. (2010, p. 256), moral intuitions
are ‘strong, stable, immediate moral beliefs.’ 3, 9

moral judgement For a claim to be among a person’s judgements is for them
to take it to be true. A moral judgement is just a judgement involving
something moral. (Same as ethical judgement.) 3

replicate To replicate a experiment is to attempt to repeat it with the aim of
reproducing the original findings. Where the original findings are not
found, it is called a failed replication.

A replication can be more or less direct; that is, it may adhere very
closely to the original experiment, or it may include varations in the
stimuli, subjects and settings. Very indirect replications are sometimes
called conceptual replications. 6

theory of ethical judgement A psychological theory which explains how
people arrive at ethical judgements. For example, Haidt & Bjorklund
(2008, p. 189)’s Social Intuitionist Model is a theory of ethical judgement.
3

Trolley A dilemma; also known as Switch. A runaway trolley is about to
run over and kill five people. You can hit a switch that will divert the
trolley onto a different set of tracks where it will kill only one. Is it
okay to hit the switch? 5–7

useful construct A useful construct is one that can explain an interesting
range of target phenomena. 12

valid construct For the purposes of this course, a valid construct is one that
can be measured using a tool (often a questionnaire) where there is
sufficient evidence to conclude that the tool measures the construct.
When used for cross-cultural comparisons, the tool should exhibit met-
ric and scalar invariance (i.e. it should measure the same construct in
the same way irrespective of which the culture participant belongs to).

Note that the term ‘construct validity’ is used in many different ways.
It is probably best to try to understand it case-by-case—each time the
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term occurs, ask yourself what the researchers are claiming to have
shown. If you do want an overview, Drost (2011) is one source. 12
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