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1. Why Is the Affect Heuristic Significant?
Why does it matter whether or not we use the Affect Heuristic? According
to its defenders, it has implications for the foundations of ethics.

1.1. Two Implications of the Affect Heuristic for Ethics
First implication: ‘if moral intuitions result from heuristics, [… philosophers]
must stop claiming direct insight into moral properties’ (Sinnott-Armstrong
et al. 2010, p. 268).1

Second implication: ‘Just as non-moral heuristics lack reliability in unusual
situations, so do moral intuitions’ (Sinnott-Armstrong et al. 2010, p. 268).

The second implication is relevant to evaluating objections to consequential-
ism:

‘Critics often argue that consequentialism can’t be accurate, be-
cause it impliesmoral judgments that are counter-intuitive, such
as that we are morally permitted to punish an innocent person
in the well-known example where this is necessary to stop ri-
ots and prevent deaths. With the heuristic model in hand, con-
sequentialists can respond that the target attribute is having
the best consequences, and any intuitions to the contrary result
from substituting a heuristic attribute’ (Sinnott-Armstrong et al.
2010, p. 269).

Wilson (who does not explicitly endorse the hypothesis that moral intu-
itions are a consequence of reliance on the Affect Hypothesis) makes an even
stronger claim:

‘ethical philosophers intuit the deontological canons of morality
by consulting the emotive centers of their own hypothalamic-
limbic system…Only by interpreting the activity of the emotive
centers as a biological adaptation can the meaning of the canons
be deciphered’ (Wilson 1975, p. 563 quoted in Haidt 2008, p. 68).

If this is right, you cannot understand ethics at all without knowledge of
emotional processes. Wilson links this claim to a strong form of ethical plu-
ralism:

1 I am doubtful that this really is an implication: if I understand Sinnott-Armstrong et al.
(2010)’s position, there would be no need for heuristics at all if moral attributes were not
inaccessible—so it appears to me as if the inaccessibility of moral attributes is a premise
rather than an implication. Note also that these philosophers’ claim is quite narrow and
does not bear directly on the view that ethical propositions may be self-evident if self-
evidence is understood along the lines of Audi (2019). (Thanks to Paul Theo here.)
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‘a schedule of sex- and age-dependent ethics can impart higher
genetic fitness than a single moral code which is applied uni-
formly to all sex-age groups. […] no single set of moral stan-
dards can be applied to all human populations, let alone all sex-
age classes within each population. To impose a uniform code is
therefore to create complex, intractable moral dilemmas—these,
of course, are the current condition of mankind’ (Wilson 1975,
pp. 563–4).

But should we accept any of these claims? Are they supported by evidence
(or argument)?

1.2. Background: Understanding Heuristics
To gain a better understanding of heuristics, it may be helpful to consider a
nonmoral case where we have good evidence that heuristics matter.

Pachur et al. (2012) investigated how naive humans’ answer track three ques-
tions:

• frequency—Which cause of death has a higher annual mor-
tality rate?

• risk—Which cause of death represents a higher risk of dy-
ing from it?2

• Value of a Statistical Life (VSL)—How much money should
be spent to avoid one fatality due to this cause of death?3

You can see the actual frequencies (in Switzerland) and the subjects’ median
estimates of frequency for various causes of death in Table 2 of Pachur et al.
(2012).

What did the subjects compute that enabled them to answer questions about
frequency, risk and the value of a statistical life? Since these attributes
tracked were inaccessible to the subjects, they cannot have been computing
the attributues themselves. Instead they must have been computing some-
thing which, within limits, correlates with the attributes (like tracking toxi-
city by computing how smelling or tasting a potential food makes you feel;
see Moral Intuitions and an Affect Heuristic in Lecture 01).

In this situation, there are at least two heuristics the subjects might use:

2 You might reasonably hold that frequency and risk in this sense are not distinct, which
is what Pachur et al. (2012) intend. But you will see that people tend to make different
judgements in response to the risk and frequency questions.

3 The lecture omits discussion of VSL for simplicity.
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Availability HeuristicThe easier it is to bring a case of this cancer
to mind, the more frequent or risky it is.

Affect Heuristic (for frequency and risk4)Themore dread you feel
when imagining it, the more frequent or risky it is.

Pachur et al. (2012) propose a hypothesis about how different attributes are
tracked using different heuristics:

Hypothesis: The Availability Heuristic dominates frequency
judgements, whereas the Affect Heuristic dominates risk and
VSL judgements.

This hypothesis generates a readily testable prediction:

Prediction: Number of cases in a subject’s social network will
better predict frequency judgements, whereas feelings of dread
will better predict risk and VSL judgements.

Pachur et al. (2012) tested these predictions. They found that:

‘availability-by-recall offered a substantially better descriptive
account than the affect heuristic when people judged deindivid-
ualized, statistical mortality rates. Affect, however, was at least
on par with availability when people were asked to put a price
tag on a single life saved from a risk, or when they were asked
to indicate the perceived risk of dying’ (p. 324).

These findings provide a paradigm case where a hypothesis about a heuristic
was successfully established.

2. Moral Intuitions and Emotions: Evaluating the
Evidence

We have considered Schnall et al. (2008) as evidence for the idea that moral
intuitions rely on the Affect Heuristic (as Sinnott-Armstrong et al (2010) pro-
pose). Whenever we encounter potential evidence, we should ask two ques-
tions of it. First, is it really evidence? Second, is it sufficient to justify us in
accepting the claim we take it to be evidence for?

On this course you will be evaluating quite a lot of scientific evidence. As
this is not something you are required to be familiar with doing before taking

4 Yes, it is potentially confusing that we are using the same term, ‘Affect Heuristic’ for
a different heuristic. The common theme is tracking an attribute by computing how
something makes you feel.
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the course, I shall go through the process of evaluation quite slowly for the
first time.

2.1. Step 0: Never Trust a Philosopher
This includes me, your lecturer. Always evaluate the evidence for yourself.

2.2. Step 1: Is It Really Evidence?
When faced with a potential piece of evidence, there are three questions you
should always ask:

1. Has the study been successfully replicated?
2. Are there similar studies? If so, are the findings conver-

gent?
3. Has the study featured in a review? If so, does the review

broadly support the findings of this study?

Before we rely on the findings of a study, we should ideally have positive
answers to these questions. (Perhaps we do not need a successful replication,
but if so there should at least not be unexplained failures to replicate the
study.)

In the case of Schnall et al. (2008), the answers to these questions are quite
complicated:

1. Experiment 1 of Schnall et al. (2008) is actually a successful
conceptual replication of Wheatley & Haidt (2005).

Ugazio et al. (2012) report an unsuccessful attempt to repli-
cate Experiment 1 of Schnall et al. (2008). Although this
failed replication may weaken our confidence in Schnall
et al. (2008)’s findings, note that, as Ugazio et al. (2012,
p. 589) report, there is an extraneous weakness in at-
tempted replication which explain may the failure to repli-
cate.5

Johnson et al. (2016) report an convincing failure to repli-
cate Experiment 3 (the one where disgust is induced by
having participants recall a disgusting event in their lives.)6

5 Some of the same authors pubilshed another study in the same year (Schnall et al. 2008).
Johnson et al. (2014) attempted to replicate this other study. Those authors’ results con-
vincingly indicate that the effect is not powerful enough to have been discovered by the
original study. This is an informative failure to replicate. My recommendation is there-
fore not to consider (Schnall et al. 2008) as evidence.

6 Johnson et al. (2016)’s primary focus is where individual variation in disgust sensitivity
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2. Yes, there are similar studies (e.g. Eskine et al. 2011); yes,
these findings are convergent with those of Schnall et al.
(2008).

3. Yes, the study has featured in at least one review (Chapman
& Anderson 2013, p. 313). Yes, this review does broadly
support the findings of Schnall et al. (2008).7 But, as you
can see below, there are also reviews which support a view
incompatible with these findings.

At this point, it seems we can take the findings of Schnall et al. (2008) as evi-
dence.8 However, a more recent meta-analysis by Landy & Goodwin (2015a)
draws the opposite conclusion,9 as does a recent study (Jylkkä et al. 2021;
thank you Julina!). Authoritative commentaries by Giner-Sorolla et al. (2018,
pp. 261–2) and Piazza et al. (2018) conclude that the available evidence is
not strong.10 Indeed, Piazza et al. (2018, p. 54) argue that ‘robust evidence is
lacking for a unique effect of disgust on moral judgment.’

What should we conclude? Without closer evaluation of more experimen-
tal findings (which is surely worthwhile, although not for everybody), we
should be cautious in taking Schnall et al. (2008) or similar studies as provid-
ing strong evidence that experimentally induced extraneous disgust makes
people harsher in their moral judgements.

We should not infer that emotions and feelings do not influence moral in-
tuitions at all. There are other ideas about how disgust and other feelings
could influence emotion which are supported by other sources of evidence

(as measured by private body consciousness) mediates the influence of disgust on moral
judgement. They conclude that ‘written disgust manipulations did not impact moral judg-
ments, nor was this effect moderated by individual differences in sensitivity to internal
bodily sensations’ (Johnson et al. 2016, p. 6).

7 Chapman & Anderson (2013, p. 313) strong support for the broad conclusion: ‘To date,
almost all of the studies that have manipulated disgust or cleanliness have reported ef-
fects on moral judgment. These findings strengthen the case for a causal relationship
between disgust and moral judgment, by showing that experimentally evoked disgust—
or cleanliness, its opposite—can influence moral cognition.’ Note, however, that in later
work Chapman (2018, pp. 73–4) revises this view in light of new evidence: ‘a recent meta-
analysis of disgust induction studies suggests that incidental disgust has at best a small
effect on moral judgment (Landy & Goodwin 2015a).’

8 This is what I originally concluded, and what I say in the recording (‘overwhelmingly
yes’ at 10:42). When I eventually update the recording, I will not say that.

9 Schnall et al. (2015) contest the latters’ conclusions; Landy & Goodwin (2015b) make
some interesting concessions in reply.

10 McAuliffe (2019) also provides a review, but this is less nuanced. There are philosophical
discussions, offering interestingly different perspectives, in May (2014), May (2018) and
Kumar (2016). Wewill consider Kumar (2016) later in the context of dual process theories.
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(for instance, Piazza et al. 2018).

2.3. Conclusion
How, if at all, do emotion or feelings influence moral intuitions? Since the
Affect Heuristic provides a direct and bold answer to this question, we have
been concerned to identify and evaluate evidence for Affect Heuristic. One
key piece of evidence cited by Sinnott-Armstrong et al. (2010) is Schnall et al.
(2008). Although initially convincing, considering a wider range of research
indicates that this is probably not strong evidence for the Affect Heuristic.

This may motivate us to consider other possible sources of evidence for the
Affect Heuristic. Or it may motivate us to consider other theories about how
emotions or feelings influence moral intuitions.11

3. A Linguistic Analogy
What do humans compute that enables them to track moral attributes? In
this section we introduce a second hypothesis which answers this question,
one based on an analogy between ethical and linguistic abilities. The hy-
pothesis is due to Mikhail (2014). Considering the hypothesis also provides
an argument for the view that moral attributes are accessible.

Several researchers have developed theories about humans’ ethical abilities
based on analogies with their linguistic abilities (including Mikhail 2007,
Dwyer 2009 and Roedder & Harman 2010).

Consider two questions of the same form but about different domains:

1. What do humans compute that enables them to trackmoral
attributes?

2. What do humans compute that enables them to track syn-
tactic12 attributes?

A standard answer to the second question, (2), is: they compute the syntac-
tic attributes themselves. Of course, humans are all, or mostly, unaware of

11 Possible sources include Ugazio et al. (2012). They aim to ‘uncover the mechanisms by
which emotions exert their influence on moral judgments’ (p. 587) by comparing the ef-
fects of different emotions—anger and disgust—on responses to four scenarios involving
moral violations. Further, Decety &Cacioppo (2012) argue that ’moral reasoning involves
a complex integration between emotion and cognition that gradually changes with age.’

12 As an example of a syntactic attribute, consider being a (grammatical) sentence. For ex-
ample, the sequence of words ‘He is a waffling fatberg of lies’ is a sentence whereas the
sequence of words ‘A waffling fatberg lies of he is’ is not a sentence. These are syntactic
attributes of the two sequences of words.
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computing syntactic attributes. But they do in fact do this, probably thanks
to a language module.

Mikhail (2014) offers some considerations which can be used to argue for a
parallel view about moral attributes:

Humans track moral attributes by computing moral attributes
in much the way that they track linguistic attributes (which per-
haps involves a language module).

This is an alternative to Sinnott-Armstrong et al. (2010, §2.1)’s hypothesis
about the Affect Heuristic.

3.1. What Is Mikhail’s (Best) Argument?
1. ‘adequately specifying the kinds of harm that humans intuitively grasp

requires a technical legal vocabulary’ (Mikhail 2007, p. 146)

Therefore:

2. The abilities underpinning unreflective ethical judgements must in-
volve analysis in accordance with rules.

But:

3. Humans do not know the rules.

Therefore:

4. The analysis is achieved by a modular process.

Mikhail’s argument for the first premise that ‘adequately specifying the
kinds of harm that humans intuitively grasp requires a technical legal vo-
cabulary’ (Mikhail 2007, p. 146) depends on an analysis of pairs of dilemmas
like the Trolley/Transplant pair presented in the recording. Many subjects
make apparently inconsistent judgements when presented with such pairs of
dilemmas; they appear to say that killing one to save five people is both per-
mitted and impermissible. Mikhail argues that the inconsistency is merely
apparent. For there is a morally significant difference between the dilem-
mas: one (Transplant) involves purposive battery while the other (Trolley)
does not. This supports the idea that the pattern of judgements, far from
being inconsistent, reflects the operation of principles and the identification
of structure in the scenarios.13

13 Mikhail (2014) provides more detail on the argument for this premise. (I also provide
some detail in the recording.)
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3.2. An Objection to Mikhail
Moral judgements are subject to order effects: which in a pair of dilemmas
is presented first sometimes influences subjects’ responses to the dilemmas
(Petrinovich &O’Neill 1996, Study 2; Wiegmann et al. 2012). This is true even
for professional philosophers (Schwitzgebel & Cushman 2015). No such ef-
fect is predicted by Mikhail’s hypothesis that subjects’ moral intuitions are a
consequence of their correctly identifying structure and applying principles
consistently.

Mikhail’s hypothesis therefore at least requires qualification. This means his
argument does not provide sufficient grounds to conclude that humans track
moral attributes by computing moral attributes.

3.3. What Should We Conclude?
None of the arguments we have yet considered are sufficient to establish the
view that moral intuitions are a consequence of a moral module. So while the
idea that there is an analogy between ethical and linguistic abilities remains
intriguing, we are not in a position to accept or reject it without further
arguments or discoveries.

3.4. Appendix: What Are Modules?
They are ‘the psychological systems whose operations present the world to
thought’; they ‘constitute a natural kind’; and there is ‘a cluster of properties
that they have in common’ (Fodor 1983, p. 101):

• domain specificity (modules deal with ‘eccentric’ bodies of
knowledge)

• limited accessibility (representations in modules are not
usually inferentially integrated with knowledge)

• informational encapsulation (modules are unaffected by
general knowledge or representations in other modules)

• innateness (roughly, the information and operations of a
module not straightforwardly consequences of learning;
but see Samuels (2004)).

4. Framing Effects and Mikhail’s Linguistic Anal-
ogy

Mikhail (2007) argues for an analogy between ethical and linguistic abili-
ties on the grounds that patterns in humans’ moral intutions reflect legal

9



Butterfill Lecture 02

principles they are unaware of. One challenge to this argument arises from
evidence that moral intuitions are subject to framing effects.

4.1. What Is a Framing Effect?
Suppose you are asked to judge whether an object is near or far from you.
You might be surprised to discover that your judgements can be influenced
by whether another person is in the scene and able to interact with the object
(Fini et al. 2015). After all, the judgement you are making is supposed to be
about the distance between you and an object; the distance from another
person and that person’s ability to interact with the object are irrelevant
considerations.

This an example of a framing effect: task-irrelevant features of a situation
systematically influence your performance.

4.2. Are Philosophers Subject To Framing Effects When Con-
sidering Ethical Scenarios?

Schwitzgebel & Cushman (2015) show that philosophers are subject to order-
of-presentation effects (they make different judgements depending on which
order trolley scenarios are presented).

Wiegmann et al. (2020) show that philosophers are subject to irrelevant ad-
ditional options: like lay people, philosophers will more readily endorsing
killing one person to save nine when given five alternatives than when given
six alternatives. (These authors also demonstrate order-of-presentation ef-
fects.)

Wiegmann & Horvath (2020) show that they philosophers are subject to the
‘Asian disease’ framing used in a famous earlier study (Tversky & Kahneman
1981). (They also find an indication that philosophers, although susceptible
to other framing effects, may be less susceptible than lay people to four other
framing effects, includingwhether an outcome is presented as a loss or a gain
(which they term ‘Focus’).)

4.3. What do Framing Effects Show?
According to Kahneman (2013), there are some instances14 in which

‘there is no underlying preference that is masked or distorted
by the frame. Our preferences are about framed problems, and

14 Kahneman (2013) is making this claim for Schelling’s child exemptions in the tax code
example and also the ‘Asian disease’ framing effect.
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our moral intuitions are about descriptions, not about substance’
(Kahneman 2013).

From the existence of framing effects, Rini (2013, p. 265) also draws a strong
conclusion:

‘Our moral judgments are apparently sensitive to idiosyncratic
factors, which cannot plausibly appear as the basis of an in-
terpersonal normative standard. […] we are not in a position
to introspectively isolate and abstract away from these factors.
Worse yet, evenwhenwe think that we have achieved normative
abstraction, we may only erroneously conclude that we have
succeeded.’

Should we accept these strong conclusions? Perhaps there are good argu-
ments for them, but we cannot draw either Kahneman’s or Rini’s conclu-
sion directly from the mere existence of framing effects. Consider order-of-
presentation effects. Wiegmann & Waldmann (2014) offer evidence for the
theory that this effect is a consequence of one scenario selectively highlight-
ing an aspect of the causal structure of another scenario. If this is correct, we
might think that the order-of-presentation effect does not show that moral
intuitions are not about substance after all.

4.4. Conclusion
Mikhail (2007) offered an argument for his Linguistic Analogy based the
claim that there is a pattern in humans’ moral intuitions: they relfect legal
principles such as a ban on purposive battery.

However we have seen that these moral intuitions are subject to framing
effects.

We should therefore not accept Mikhail (2007)’s argument unless there is
good reason to suppose that the pattern Mikhail identifies (see table 2 in
Mikhail 2007) are not distorted by framing effects.

5. Conclusion: Two Puzzles
Our research on emotions and moral intuitions has left us with two puz-
zles. First, Why do feelings of disgust (and perhaps other emotions) influ-
ence moral intuitions? (And why do we feel disgust in response to moral
transgressions?) Second, Why do patterns in moral intuitions reflect legal
principles humans are typically unaware of?

11
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5.1. Puzzle about Emotion
Why do feelings of disgust (and perhaps other emotions) influence moral in-
tuitions? And why do we feel disgust in response to moral transgressions?
(This puzzle arises from Moral Intuitions and Emotions: Evaluating the Evi-
dence (section §2).)

The second part of the puzzle is nicely articulated by Chapman & Anderson
(2013, p. 317):

‘What is the function of moral disgust? One of the most intrigu-
ing features of moral disgust is that it is not clear why it exists at
all. Why should an emotion originating in defense against toxi-
city and disease be triggered by a social stimulus? The mystery
deepens when we consider that human beings already have a
social emotion that seems tailored to respond to moral wrongdo-
ing, namely, anger […]. Why then do we feel disgust in response
to moral transgressions?’

5.2. Puzzle about Structure
Why do patterns in moral intuitions reflect legal principles humans are typ-
ically unaware of? (This puzzle arises from A Linguistic Analogy (section
§3).)

5.3. The Challenge We Face
We start from the question, What do adult humans compute that enables
their moral intuitions to track moral attributes (such as wrongness)?

We have seen two candidate answers:

• they compute their emotional responses (Sinnott-Armstrong
et al. 2010)

• they compute the moral attributes themselves (Mikhail
2007)

Each view is a response to a different puzzle grounded in an interesting,
empirically-motivated theory. But neither seems fully able to explain all the
puzzles.

Our task is to develop a theory that can solve the puzzles, is theoretically co-
herent and empirically motivated, and generates novel testable predictions.

12



Butterfill Lecture 02

Glossary
Affect Heuristic In the context of moral psychology, the Affect Heuristic is

this principle: ‘if thinking about an act […] makes you feel bad […],
then judge that it is morally wrong’ (Sinnott-Armstrong et al. 2010).
These authors hypothesise that the Affect Heuristic explains moral in-
tuitions.

A different (but related) Affect Heurstic has also be postulated to ex-
plain how people make judgements about risky things are: The more
dread you feel when imagining an event, the more risky you should
judge it is (see Pachur et al. 2012, which is discussed in ⁇). 2, 4, 7, 8

Asian disease Adisease will kill 600 people for sure without an intervention.
You are a decision maker tasked with choosing between two interven-
sions. Your choice can be framed in two ways. Frame 1: Either save
200 people for sure, or else take a one in three chance that everyone
will be saved with a two in three chance that no one will be saved.
Frame 2: Either allow 400 people to die for sure, or else take a one
in three chance that nobody will die and a two in three chance that
everyone will die. (Tversky & Kahneman 1981) 10

domain specific A process is domain specific to the extent that there are
limits on the range of functions its outputs typically serve. Domain-
specific processes are commonly contrasted with general-purpose pro-
cesses. 9, 14

heuristic A heuristic links an inaccessible attribute to an accessible attribute
such that, within a limited but useful range of situations, someone
could track the inaccessible attribute by computing the accessible at-
tribute. 3

inaccessible An attribute is inaccessible in a context just if it is difficult or
impossible, in that context, to discern substantive truths about that at-
tribute. For example, in ordinary life and for most people the attribute
being further from Kilmery (inWales) than Steve’s brother Matt iswould
be inaccessible.

See Kahneman & Frederick (2005, p. 271): ‘We adopt the term acces-
sibility to refer to the ease (or effort) with which particular mental
contents come to mind.’ 3, 7, 13

informational encapsulation One process is informationally encapsulated
from some other processes to the extent that there are limits on the

13
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one process’ ability to consume information available to the other pro-
cesses. (See Fodor 1983; Clarke 2020, pp. 5ff.) 9, 14

innate Not learned. While everyone disagrees about what innateness is (see
Samuels 2004), on this course a cognitive ability is innate just if its
developmental emergence is not a direct consequence of data-driven
learning. 9

module A module is standardly characterised as a cognitive system which
exhibits, to a significant degree, a set of features including do-
main specificity, limited accessibility, and informational encapsula-
tion. Contemporary interest in modularity stems from Fodor (1983).
Note that there are now a wide range of incompatible views on what
modules are and little agreement among researchers on what modules
are or even which features are characteristic of them. 8, 9

moral intuition According to this lecturer, a person’s intuitions are the
claims they take to be true independently of whether those claims
are justified inferentially. And a person’s moral intuitions are simply
those of their intuitions that concern ethical matters.

According to Sinnott-Armstrong et al. (2010, p. 256), moral intuitions
are ‘strong, stable, immediate moral beliefs.’ 4, 9, 11, 12

replicate To replicate a experiment is to attempt to repeat it with the aim of
reproducing the original findings. Where the original findings are not
found, it is called a failed replication.

A replication can be more or less direct; that is, it may adhere very
closely to the original experiment, or it may include varations in the
stimuli, subjects and settings. Very indirect replications are sometimes
called conceptual replications. 5

track For a process to track an attribute is for the presence or absence of the
attribute to make a difference to how the process unfolds, where this
is not an accident. (And for a system or device to track an attribute is
for some process in that system or device to track it.)

Tracking an attribute is contrasted with computing it. Unlike tracking,
computing typically requires that the attribute be represented. (The
distinction between tracking and computing is a topic of ⁇.) 3, 7

Transplant A dilemma. Five people are going to die but you can save them
all by cutting up one healthy person and distributing her organs. Is it
ok to cut her up? 8

14
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Trolley A dilemma; also known as Switch. A runaway trolley is about to
run over and kill five people. You can hit a switch that will divert the
trolley onto a different set of tracks where it will kill only one. Is it
okay to hit the switch? 8

unfamiliar problem Anunfamiliar problem (or situation) is one ‘withwhich
we have inadequate evolutionary, cultural, or personal experience’
(Greene 2014, p. 714). 2
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